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On extremal self-dual codes of length
96

Javier de la Cruz and Wolfgang Willems

Abstract— Let C be a binary extremal self-
dual code of length 96. We prove that an au-
tomorphism of C of order 3 has 6 or no fixed
points and an automorphism of order 5 has 6
fixed points. Moreover, if all automorphisms of
order 3 are fixed point free thenAut(C) is solvable
and its order divides 253 or 255 or Aut(C) is the
alternating group A5 which is the only possible
group of order 60. Furthermore |Aut(C)| = 20 or
40 cannot occur.

I. I NTRODUCTION

Throughout the paper all codes are assumed
to be binary and linear if not explicitly stated
otherwise. LetC = C⊥ be a binary self-dual
code of lengthn and minimum distanced. By
results of Mallows-Sloane [14] and Rains [16],
we have

d ≤

{

4⌊ n
24⌋+ 4 if n 6≡ 22 (mod 24)

4⌊ n
24⌋+ 6 if n ≡ 22 (mod 24),

(1)
andC is called extremal self-dual if the equality
holds. Extremal codes are of particular interest
if 24 dividesn since in that case the supports
of codewords of a fixed weight form a5-
design, by a well-known result of Assmus and
Mattson [1]. The parameters ofC are given by
[24m, 12m, 4m+ 4] for m ∈ N.
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For m = 1 there is up to equivalence ex-
actly one such code, namely the binary extended
[24, 12, 8] Golay code ([15], Theorem 5). Its
automorphism group is the Mathieu group M24

([13], Ch. 20, Corollary 5). Form = 2 there is
again up to equivalence exactly one code, the
so-called binary extended[48, 24, 12] quadratic
residue code [8]. Its automorphism group is
PSL(2, 23) ([11], Theorem 6). Note that in both
cases the automorphism group is a simple non-
abelian group.

Actually for m ≥ 3 no examples are known
so far and the existence of such a code is a long
standing question in coding theory [17]. In order
to attack the existence problem knowledge of a
possible automorphism group may be helpful.

For m = 3, i.e. a self-dual[72, 36, 16]
code, it has been proved in [3] and [4] that
the automorphism group has order bounded
by 36. In particular, the automorphism group
is solvable. If m = 4, i.e. C is a self-dual
[96, 48, 20] code, then only the primes2, 3 and
5 may divide |Aut(C)| (see [5]). Moreover,
elements of order5 have16 or 6 fixed points,
elements of order3 have24, 18, 6 or no fixed
points. By [2], involutions are acting fixed
point freely.

In this paper we show that particular types
of automorphisms do not occur. Under the
assumption that all elements of order3 do not
have fixed points we can restrict the order of
the automorphism group. More precisely, we
shall prove
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Theorem Let C be an extremal self-dual code
of length96.

a) If σ is an automorphism ofC of prime
orderp then its cycle structure is given by

p number of number of
p-cycles fixed points

2 48 0
3 30, 32 6, 0
5 18 6

b) If all elements of order3 have no fixed
points then Aut(C) is solvable of order
dividing 253 or 255, or Aut(C) is the
simple alternating group A5 which is the
only possible automorphism group of order
60. Furthermore|Aut(C)| 6= 20, 40.

II. PRELIMINARIES

Let C be a binary code with an automor-
phismσ of odd prime orderp. If σ hasc cycles
of lengthp andf fixed points we say thatσ is
of type p-(c; f). Without loss of generality we
may assume that

σ = (1, 2, . . . , p)(p+ 1, p+ 2, . . . , 2p) . . .
((c− 1)p+ 1, (c− 1)p+ 2, . . . , cp).

Let Ω1,Ω2, . . . ,Ωc be the cycle sets, i.e.
Ωi = {(i − 1)p + 1, (i − 1)p + 2, . . . , ip}, and
let Ωc+1,Ωc+2, . . . ,Ωc+f be the fixed points
of σ. We put Fσ(C) = {v ∈ C | vσ = v}.
If π : Fσ(C) → Fc+f

2 denotes the map
defined byπ(v|Ωi

) = vj for somej ∈ Ωi and
i = 1, 2, . . . , c + f thenπ(Fσ(C)) is a binary
self-dual [c + f, c+f

2 ] code (see [9], Lemma
1). Moreover, in casep ≡ 1 (mod 4) the code
π(Fσ(C)) is doubly-even.

Clearly, a generator matrix ofπ(Fσ(C))
can be written in the form

gen(π(Fσ(C))) =





A O

O B

D E



 , (2)

where the matricesA and D have c columns
and B resp.E have f columns,O being the

appropriate size zero matrix. LetA resp.AD

be the codes of lengthc generated byA resp.
A and D. Let B resp. BE be the codes of
lengthf generated byB resp.B andE.

With this notation we have
Lemma 1: ([10], Theorem 9.4.1) Ifk1 =

dimA andk2 = dimB then
a) (Balance Principle)k1 − c

2 = k2 −
f
2 .

b) rankD = rankE = c+f
2 − k1 − k2.

c) A⊥ = AD andB⊥ = BE .
Lemma 2: Let C be a binary self-dual code

with minimum distanced and letσ ∈ Aut(C)
of type p-(c; f) wherep is an odd prime and
c = f < d. Then π(Fσ(C)) has a generator
matrix of the form(Ic | E′) where Ic is the
identity matrix of sizec.

Proof: We writegen(π(Fσ(C))) as in (2)
and apply Lemma 1. The conditionf < d forces
k2 = 0. Since c = f , the Balance Principle
yields k1 = 0 and part b) of Lemma 1 implies
thatD is regular. Thus

D−1gen(π(Fσ(C))) = (Ic | E
′)

is a generator matrix ofπ(Fσ(C)).
For the rest of this paper we defineSu,v =

|supp(u) ∩ supp(v)| for u, v ∈ Fn
2 .

Lemma 3: LetC be a binary code of length
n and minimum distanced. If u 6= v ∈ C with
wt(u) = wt(v) = d thenSu,v ≤ d

2 .

Proof: We haved ≤ wt(u+v) = wt(u)+
wt(v) − 2Su,v = 2d − 2Su,v from which the
assertion follows.

III. C YCLE-TYPES OF THE AUTOMORPHISMS

Lemma 4: Let C be a self-dual[96, 48, 20]
code. ThenC has no automorphism of type3-
(24; 24).

Proof: Assume thatσ ∈ Aut(C) is of type
3-(24; 24). We consider a generator matrix for
the self-dual codeπ(Fσ(C)) in the form of (2).
Since c = f we getk1 = k2, by the Balance
Principle (see Lemma 1). Furthermore,B is a
doubly-even[24, k2, d′] code with d′ = 20 or
d′ = 24.
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If k2 ≥ 2 then obviouslyπ(Fσ(C)) and
thereforeC contains a codeword of weight less
or equal to8, a contradiction. Thusk1 = k2 ≤
1.

If k2 = 0 then k1 = 0 and by Lemma
1 b), the matrixD is regular. Thus we have
gen(π(Fσ(C))) = (I24 |E). Let (ei | vi) be
the i-th row of E for i = 1, . . . , 24. Since
wt(π−1(ei | vi)) = 3 + wt(vi) ≥ 20 we get
wt(vi) = 17 or 21. If wt(vi) = 17 and wt(vj) =
21 for somei and j then

Svi,vj
= | supp(vi) ∩ supp(vj) | ≥ 14,

and therefore wt(π−1(ei + ej | vi + vj)) =
6 + wt(vi + vj) ≤ 16, a contradiction. If both
wt(vi) = 21 and wt(vj) = 21 then

Svi,vj
= | supp(vi) ∩ supp(vj) | ≥ 18,

and therefore wt(π−1(ei + ej | vi + vj)) = 6 +
wt(vi+vj) ≤ 12, a contradiction again. Thus we
have wt(vi) = 17 for all i = 1, . . . , 24. Clearly,
Svi,vj

≥ 10 andvi 6= vj for i 6= j. On the other
hand, forx = (ei | vi) andy = (ej | vj) we have
Sx,y = Svi,vj

, and Lemma 3 yieldsSx,y ≤ 10.
ConsequentlySvi,vj

= 10 for all i 6=
j with i, j ∈ {1, . . . , 24}. In particular, the
vectors vi 6= vj do not have a coordinate0
simultaneously. This implies that the dimension
of gen(π(Fσ(C)) is at most3, a contradiction.

If k2 = 1 then π(Fσ(C)) has a generator
matrix of the form





a 0 . . . 0
0 . . . 0 b

D E



 ,

where wt(b) = 20 or 24. SinceC is doubly-
even, wt(a) ∈ {8, 12, 16, 20, 24}. Suppose that
wt(a) = 24, i.e.a is the all one vector of length
24. Thus there existsz ∈ A⊥ with wt(z) = 2
and (z |u) ∈ π(Fσ(C)) with wt(u) ≥ 14. If
wt(b) = 24 it follows that

wt(π−1((z |u) + (0 | b))) ≤ 6 + 10 = 16,

a contradiction. Hence wt(b) = 20. If 1 denotes
the all one vector of length96 we get

wt(π−1(a | b) + 1) ≤ 4,

a contradiction again. Thus wt(a) ≤ 20. There-
fore the vectora must contain at least four
zeros. Consequently, there are at least 4 vectors
of the form zi = (0, 0, . . . , 1, . . . , 0, 0) ∈ F24

2

which are orthogonal toa. By Lemma 1 c), we
obtain againzi ∈ A⊥ = AD. The contradiction
now follows as in casek2 = 0.

Lemma 5: Let C be a self-dual[96, 48, 20]
code. ThenC has no automorphism of type3-
(26; 18).

Proof: Let σ ∈ Aut(C) be of type 3-
(26; 18). We consider again a generator matrix
for π(Fσ(C)) in the form of (2). Sincef =
18 < 20 we obtaink2 = 0 and the Balance
Principle (see Lemma 1) impliesk1 = 4. Thus
π(Fσ(C)) has a generator matrix of the form

(

A 0
D E

)

.

Note thatA is a doubly-even[26, 4, d∗] code
with d∗ ≥ 8. Furthermore, the table [6] shows
that the dual distance(d∗)⊥ of A is 1 or 2.

Next we observe that there are no two
codewordsa1, a2 ∈ A⊥ both of weight1. If
so then(ai | bi) ∈ π(Fσ(C)) with wt(bi) = 17.
It follows

0 6= c = π−1(a1 + a2 | b1 + b2) ∈ C

with wt(c) ≤ 8, a contradiction. Thus if the dual
distance(d∗)⊥ = 1 thenA contains a zero col-
umn. Removing this column we get a doubly-
even [25, 4,≥ 8] code A′ with dual distance
at least2 since there are no two codewords of
weight 1 in A⊥. Clearly, A′⊥ has length25
and dimension21. The table in [6] shows that
its minimum distance is at most2. Therefore
A⊥ contains codewords of weight2. Now we
chooseai ∈ A⊥ of weight i for i = 1, 2.
Thus there exist vectors(ai | bi) ∈ π(Fσ(C))
with wt(b1) = 17 and wt(b2) = 14 or 18.
Consequently wt(π−1(a1 + a2 | b1 + b2)) ≤
9 + 5 < 20, a contradiction.

Now let (d∗)⊥ = 2 and suppose that
a1, a2 ∈ A⊥ with a1 6= a2 and wt(a1) =
wt(a2) = 2. Thus there are vectors(ai | bi) ∈
π(Fσ(C)) with wt(bi) = 14 or 18 for i = 1, 2.
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In particular wt(b1+b2) ≤ 8. If wt(a1+a2) = 2
then

wt(π−1(a1 + a2 | b1 + b2)) =

6 + wt(b1 + b2) ≤ 6 + 8 < 20,

a contradiction. Therefore wt(a1 + a2) = 4.
Since

wt(π−1(a1 + a2 | b1 + b2)) =

12 + wt(b1 + b2) ≥ 20

we obtain wt(b1 + b2) = 8 and wt(bi) = 14.
There are at most four vectorsbi which satisfy
these conditions. Thus there are at most four
vectorsai ∈ A⊥ with wt(ai) = 2. Denote the
exact number bys ≤ 4. Next we puncture the
codeA on the support of the vectora1 + . . .+
as. We get either a[26 − 2s, 4,≥ 2] code or
an [18, 3,≥ 2] code in cases = 4 and a1 +
. . . + as ∈ A. Call this codeA′. Let 0 6= v ∈
A′⊥. If wt(v) = 1 then we may add zeros at
the positions of supp(a1 + . . . + as) to get a
vector of weight1 in A⊥, a contradiction. If
wt(v) = 2 then the same construction leads to
a vector of weight2 in A⊥ different fromai for
i = 1, . . . , s, a contradiction again. This shows
that the minimum distance ofA′⊥ is at least
3. On the other hand, the table [6] shows that
the minimum distance of any[26− 2s, 22− 2s]
code fors = 1, . . . , 4 and any[18, 15] code is
at most2, which completes the proof.

Lemma 6: Let C be a self-dual[96, 48, 20]
code. ThenC has no automorphism of type5-
(16; 16).

Proof: Since p = 5 ≡ 1 (mod 4)
the spaceπ(Fσ(C)) is a doubly-even self-dual
[32, 16, dπ] code, by ([9], Lemma 1). Further-
more c = f = 16 < d = 20. According
to Lemma 2 we can take a generator matrix
of π(Fσ(C)) of the form gen (π(Fσ(C))) =
(I16 | E′). If x = (1 0 0 . . . 0 | x′) and
y = (0 1 0 . . . 0 | y′) denotes the first resp. the
second row of(I16 | E′) then

wt(π−1(x)) = wt(π−1((1 0 0 . . . 0 | x′)))

= 5 + wt(x′) ≥ 20.

Therefore 15 ≤ wt(x′) ≤ 16. Since C is
doubly-even we have wt(x′) = 15. Similarly
wt(y′) = 15. This implies that wt(x′ + y′) ≤ 2.
Hence
wt(π−1(x+y)) = wt(π−1(1 1 0 . . . 0 | x′+y′))

= 10 + wt(x′ + y′) ≤ 12,
a contradiction.

In conclusion we have shown in this section
that an automorphism of odd prime order of an
extremal self-dual code of length96 can only
have the following cycle structures:5-(18; 6),
3-(32; 0) or 3-(30; 6). Since involutions are
acting fixed point freely by [2], the proof of
part a) of the theorem is complete.

IV. T HE AUTOMORPHISM GROUP

Let G = Aut(C) whereC is a binary self-
dual [96, 48, 20] code. By [5], we know that
|G| = 2a3b5c with a, b, c ∈ N0. According to
the assumption in theorem b) we assume from
now on that elements of order3 do act fixed
point freely on the96 coordinates. For some
elementary facts from group theory like Sylow’s
theorem we refer the reader to the textbook [12].

Lemma 7: The order ofG divides 2a3b5c

wherea ∈ {0, 1, . . . , 5} andb, c ∈ {0, 1}.
Proof: Clearly, a Sylow2-subgroup acts

regularly, i.e. without fixed points, on the96 co-
ordinates since involutions have no fixed points.
This impliesa ≤ 5.

Since, by assumption, elements of order3
have no fixed points a Sylow3-subgroup acts
regularly as well which impliesb ≤ 1.

In order to prove thatc ≤ 1 we may
assume that5 | |G| = 2a3b5c. To compute the
numbert of orbits of the action ofG on the96
coordinates ofC we use the Cauchy-Frobenius
Lemma (see [12], 1A.6 on p 6) which says that

t =
1

|G|

∑

g∈G

Fix(g)

where Fix(g) denotes the number of coordinates
which are fixed under the action ofg. Applying
part a) of the theorem which we have proved in
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the previous section and using the assumption
that elements of order3 have no fixed points we
see that only automorphisms of order3, 5 or of
even order exist. Thus apart from the identity
only elements of order5 have 6 fixed points.
Thus

t = 1
2a3b5c

(96 +
∑

ord(g)=5 6)

= 1
2a3b5c

(6 · 16 + 6y)

wherey ∈ N0. If G5 = {g ∈ G | g5 = 1} and
|G|5 = 5c then5c = |G|5 divides|G5| = y+1,
by ([7], Remark 15.10). Thereforey+ 1 = 5cz
with z ∈ N0. It follows

t =
1

2a3b5c
6(15+(y+1)) =

1

2a3b5c
6(15+5cz),

hence
2a3b5c · t = 6(15 + 5cz)

from which we deducec ≤ 1.
Lemma 8: If 15 | |G| then |G| ≤ 60. In

particular, A5 is the only non-solvable automor-
phism group which may occur.

Proof: Let T be a Sylow5-subgroup ofG.
Clearly3 ∤ |NG(T )| since there are no elements
of order15. Thus

|G : NG(T )|=
2a · 3 · 5

2x · 5
= 2a−x·3 ≡ 1(mod 5),

by ([12], Corollary 1.17). The only possibilities
for (a, x) are

(2, 1), (3, 2), (4, 3), (5, 4), (5, 0).

In the last case (a = 5 and x = 0) we have
|G| = 32 · 15 = 480 and G has exactly96
Sylow 5-subgroups. Thus the number of orbits
is

t =
1

480
(96 + 96 · 4 · 6) = 5.

This contradicts the fact that the Sylow2-
subgroup has orbits of length2a = 32. In all
other cases the number of Sylow5-subgroups
is 6 and therefore the number of orbits is

t =
1

2a · 3 · 5
(96 + 6 · 4 · 6) =

24

2a
.

Sincet ∈ N we havea ≤ 4. If a = 4 thent = 1.
ThusG acts transitively on the96 coordinates.

In particular,96 must divides|G| = 240 (since
a = 4), a contradiction. In casea = 3 we have
t = 2. This can also not happen since the orbits
of G have length24.

The next two lemmas complete the proof
of the theorem.

Lemma 9: If 15 | |G| thenG = A5.
Proof: By Lemma 7 and 8, we have

|G| = 2a · 3 · 5 with a ≤ 2. SinceG does not
have elements of order15 we have in particular
|G| 6= 15. If |G| = 30 then a Sylow5-subgroup
is normal inG, by ([12], 1E.2 p. 38). Hence
a 3-element centralizes a5-element and we get
again an element of order15 which does not
exist. Suppose that|G| = 60 and solvable. IfG
has a normal subgroup N of order3 or 5 we find
again an element of order15, a contradiction.
If |N | = 4 then there exists a2-complement by
Hall’s Theorem (see [12], Theorem 3.13) which
is a group of order15 and we are done again.
Thus |N | = 2. SinceN is in the center ofG
we see thatG contains a normal subgroup of
order3 or 5 which completes the proof.

Lemma 10: |G| 6= 20, 40.
Proof: If |G| = 20 then a Sylow5-

subgroup is normal since the number of Sylow
5-subgroups is congruent1 (mod 5). Thus, for
the number of orbits we get

t =
1

20
(96 + 6 · 4) = 6.

Clearly, the orbits have size20 or 4. But 20m+
4n = 96 andm+n = 6 has no solution inN0.

In case|G| = 40 the Sylow5-subgroup is
again normal, by the same argument as above.
Thus the number of orbits is given by

t =
1

40
(96 + 6 · 4) = 3.

Now the orbits have size40 or 8. Since40m+
8n = 96 and m + n = 3 has no solution in
N0 the groupG cannot exist as automorphism
group ofC.
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